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Pre-requisites to enrol for the M. Sc. computer science programme:

The student who has completed the B. Sc. coursewith conrpLrter Science as one of the optional subject
or Bachelor of compttter Application (BCA)or B. Sc. (lr) or B. Sc. (Data Science) rvith not less tlran
45% of aggregate marks (40% in case of student fl'orrr reserved categor),) or equivalent CGPA tiom any
of the recognised univet'sity is eligible to enrol fbr M. Sc. (Cornputer Science)part I(Sernester l).
However' the student who has completed four-year B. Sc. cor-rrse [B. Sc. (Honor-rrs)/(Research) as per
NEP- 20201 u'ith Computer Science/lnfbrmatiorr Technolog,v/Data Science as the major sr-rbject or
Bachelor of computer Application (BCA) with not Iess than 45% ofaggregate rnarks (40% in case of
student from reserved category) or equivalent cGPA from any of the recognised university is elisible
to enrol directly to M. sc. (compLrter Science) part II lSemester lil).

Credit distribution structure for two years Post Graduate Programme in Computer Science*
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Total Credits for Foyr Semesters (Two Year Course): =.88

Total Marks for Four Semesters (Two Year Course):= 2400

Abbreviations:

DSC: Discipline Specific CoLtrse. DSE: Discipline Specific L,iective SEE: Senrester End Exarnination,
CIE: ContinLrous Internal Evalr"ration. OJT: On the Job T'raining (lnternship/Apprenriceship). Fp: Field
Project. RM: Research Methodology. RP: Research pro.ject

Elective papers:

In addition to the mandatory papers. the str-rdent has to opt fbr ONE elective paper in each semester

fi'om the basliet of elective papers nrentioned in the tbllorving table.

Basliet for Elective Courses (4 Credits each)
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Name of'the, {loulss

Hlectivc I

a) {ionrputer Arciri{er:rure & Or.,:aniiriiion

tl) I-)iscrete h4athematics

c) Flquivalent j\40(){l cnlrrse

MCS I1'03

Elective 2

a)

b)

c)

R Programnring

Neural N*1r.vollt

F.quivalent N4OCil .ourse

L,lcctive i

a)

b)

c)

ConrpLller Graphics

Intcrnet ol Things ( lO1')

F.qLrivalerrt M()0C L.ourse

a)

b)

a)

l)esi*qn and Anal1,,sis o{' Algoi'i thm

Cyber l]crr:nsics

EqLtivalent N4(-)(LC oLrlrrse

l-he str"ldents can opt either the elective paper tar"rght in the department in offline mode or any
other equivalent online course of at least 4 credits offered by MooC or any other sLrch
platform' The student should submit the passing certificate to the College in order to inclucje
the marks in the marl<sheet. The MooCs which is iclentical to courses offered in this scheme
of M'Sc' Computer Science (in terms of contents) and are accessible to the student shall
not be allowed for cretlit transfer.
The objectives of the program

l ' 'l'o produce or"rtstanding CompLtter Scientists who can apply the theoretical l<nowledge into
practice in the real world ancl develop standalone live pro.iects themselves.2' T'o provicle oppoftunity fbr the studl'of mr>dern methods of-information processing and its
applications.

3' To develop among. students the programming techniques ancl the problern solving skills
throLrgh programming

PROGRAMME SPECIFIC OUTCOI\{ES (pSOs)

l' The ability to appli theoretical foLrndations of CompLrter Science arrd problgnr-solving skills
tlrrough progratnming techniqLres for complex real tirne problems using appropriate data
structures and algorithms.

2' The ability to design/develop harciware and software interfaces along with database
management to meet the needs of.indLrstry.

3' The ability to demonstrate personal, organizational ancl entrepreneurship skills through
critical thinking. engage themselves in lifb-long Iearning by following innovations in
business. science & technology

4. Ethics on Profbssion. Environment and Society: Exhibiting professional ethics to mairrtain
the integrality in a working environment and also have concem on societal ilrpacts due to
computer-based solutiol-rs for problern s.
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M. Sc. (Computer Science)
Semester I
MCS1TOl

PapeT I: ARTIFICIAL INTELLIGENCE
Hours/Week

Cred its
:4
:4Course Objectives:

l. 'ro impart artiflcial intelligence principles. rechniques ancl its history.
2' To assess the applicability. strengths. ancl u,eaknesses of the basic knowledge representation.
, problem solving, and rearning rnethods in solving engineering probrems.
3' To develop intelligent systents by assernbling solLrtions to conirete compr-rtational problems

Course Outcomes:
r Evaluate Artificial Intelligence (At) methods ancl describe their loundations.
' Apply basic principles of AI in solutions that require problem solving. infbrence,

perception, knowledge representation ancl learning.s Detnonstrate knowledge olreasoning and l<r-rowledge representation for solving real
r.vorld problerns"

' Analyze and illLrstrate how search algorithrns and planning play vital role in problern
solvins.

T]NIT I
AI problems, AI Techniques, Tic-tac-toe, Question Answering, problem as a state space
search, A water jug probletn, production system, Control strategies" Heuristic Search,
Problem Characteristics, Prodtrction system characteristics. Design of search programs Al
Search techniques :- Depth-first, Breadih-first search. Cienerate-and-test. Hill climbing. Best-first search. Constraint satisfaction. Mean-ends-analysis. A* Algorithm. AO* algorithrn.
UNIT II
Knowledge Representation:- Representations and rnappings. Knowleclge Representations.
lssues in l(nowledge Representation, Predicate Logic:- Representin! Instance and Isa
Relationships, Computable Functions and predicates, [.esolution. Naturil Decluctiol. I-ogic
programmilrg^ Forward versus Bacl<ward Reasoning. Matchi:rg. Control knowledge. expert
Systenr.

TINIT III
Games playing: Minimax search procedure . adcling alpha-beta cutofls. adclitional
refinentents. Plarrning :- Component of a planning sysiem. Goal tasl< plalning, Nonlinear
plarrriing. Hierarchical planning.

UNIT IV

Understanding. Understanding as Constrairrt satisfaction. Natural Lar-rguage processing.
Syntactic Processing, Unification grammars. Semantic Analysis. Introlucion to pattefll
recognition. Parallel and Distribr"rted AI. Psychological Modeling. Distributed Reasoning
Svstems.

Books:

l. Artiflcial Intelligence by Elaine Rich. Mcgrar.vhill Inc.
2. Artificial [ntelligence and Expert Systerns *.lankiraman. Sarukes (M)
3. Lisp Programrning * Ra.jeoSangal - ( IMH)
4. Artificial Intelligence - Russell-pearsorr- IsI Text book.
5. Prinoiples of AI- Nils Nilson
6. A.l. by R.J.Winston - pearson
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M. Sc. (Computer Science)
Semester I

MCSlTO2
Paper II: COMPILER CONSTRIICTION

I-lourslWeek : zl

Credits : 4
Course Objectives:
l. To gain knclu,ledge on Language Processor.
2. Distinguish different computing models and classity their respective types
3. Shor,v a competent ttnderstarrding of the basic concepts ol Syntax Analysis.

Course Outcomes:
r Denronstrate the knowledge of Lexical Analysis

' Derive an appropriate model of code generation.

I]NIT I
Introduction:Language Processors. the structure of a compiler. Lexical Analysis. Syntax
Analysis. Senrantic Analysis. Intermediate Code Generation. Code Optimization, Code
Generation. Syrnbol 'I'able Management. l'he Grouping of Phases into Passes, Compiler-
Construction Tools.Evolution of Programming Languages: The Move to High-Level
languages. Impact on Compilers. Applications of Compiler Technology. Programrning
I.-arrguage Basics

UNIT II

A Simple Syntax-Directed Translator: Introduction. Syntax Definition. Syntax-Directed
'l'ranslation. Parsing:Top-Down Parsing. Predictive Parsi:rg.
Lexical Analvsis: The role of the lexical analyzer. lnput Buffbring. Specification of Tokens.
Recognition ol'Tokens: Transition Diagranrs. Recognition of Reserved Words and ldentifiers.
'fhe Lexical-Arralyzer' (ielreraior' i,ex'.

UNIT III
Syntax Analysis: Introdr-rction. Context-free grammars: The Fonral Definition" Notational
Clonventions^ Derivations and parse trees, Ambiguitv. Writing a Grammar, Top-Down Parsing:
Recursive-Descent Parsing, FIRST and FOI-LOW, LL(1) Grammars, Nonrecursive Predictive
Parsing. Bottom-Up Parsing: Reductions. I{andle Pruning. Shift-Reduce Parsing.
Intermediate-Code Generation: Variants of Syrrtax Trees. Three-Address Code. Types and
Declarations: Type E,xpressions. Type Equivalence, Declarations. Type Checking: Rules. Type
Conversions. Control Flow: Boolean Expressions. Shorl-Circuit Code. Flow-of-Control
Staternents, Control-Flow'lranslation of Boolean E,xpressions. Backpatching.

UNIT IV

Run-Time Environments: Storage Organization. Stacl< Allocation o1'Space, Heap
Management.
Code Generation: Issues in Design of a Clode Generator. The Target Language, Addresses in
the Target Code. Basic Blocks and ilow Graphs: Basic Blocl<s, Florv Graphs, Representation
of Florv Graphs. Optinrization of Basic Blocks: The DAG Represerrtatior.r o1'Basic Blocl<s,
Finding Local Cornmon Subexpressions. Dade Code Elimination. 'fhe use of Atgebraic
ldentities" Representation of Array Refbrences" Peephole Optinrization: E,liminating Redr-rndarrt
l,oads and Stores. Elinrinating Unreachable Code, Flow-ofl-Control Optimization.
Books:

l. Prirrciples of Compiler Design - A.V. Aho, M.
Pearson Education Inc.

2. Principles olCompiler Design - A.V. Aho. J. D.Ullman : Pearsorr E,dr"rcation.
3. Modern Compiler Design- Dick Grune, Henry E. Bal. Cariel '1'. H. .lacobs. Wiley,clrearntech.
4. Engineering a Compiler-Cooper & l-inda. Elsevier.
5. Compiler Construction. Louden.'fhomson.
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M. Sc. (Computer Science)
Semester I

Elective 1: MCS1T03
PapeT III: COMPUTER ARCHITECTURE AND ORGANIZATION

Hours/Week
Credits

:1
:4

1' To provide knowledge on ot'ervierv of IAS computer function ancl addressing modes.2' Hardware and sotlware implententation of arithmetic unit to solve addition. subtraction,
mLrltiplication and division.

3' To provide knowledge of Inelnory technologies, interf-acing techniques ancl sgb systern clevices.

Course Outcomes:
I Provide fl-rndamentals on machine instructions and adciressing mocles.* comprehend the various algorith,s for cornpLrter arithmetic.
t Analyse tlte perfbrntatrce of vat'ious rnernor! rnoclLrles in rnemory hierarchy.t Conrpare anci contrast the features of l/O devices and paral Iel processors.
e Outline the evaluation of nternory organization.
. Analyse the performance of Arithmetic logic unit, r.nernory and CpU.

UNIT I
Principle of computer design : Software, hardware interaction, layers in computer
architecture' central processing and machine language instruction, adclressing modes.
instruction types. instruction set selection. instructio,iurJ .*..ution cycle.

UNIT II
Control Unit: Data path and control path design, microprogranrming v/s hardwirecl control.
pipelining in CPIJ design, RISC v/s CISC, superscalar p.o""r...,rr.

I]NIT III
Memory sttbsystem: Storage techrrologies. memory arrav organization. memorv hierarchy.
interleaving, cache memory anil virtual memory including aichitectural ai<is to implement
these.

Course Objectives:

UNIT IV
Input/ Output Processing: Bus Interf'ace,
channels, Performance evaluation: SpEC

Books:

Data transfer techniques. I/O interrLrpts and
marks. Transaction Processing Benchnrarks.

1. CompLrtel Architecture and Organization by Tenenbaun.r
2, Computer Architecture and Organization by J. p. Hayes.
3. Parallel Processing by Hwang
4. Computer Organization by Harnacher. Vranesic, Zaky (TMH)
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M. Sc. (Computer Science)
Semester I

Elective l: MCS1T03
PapeT III: DISCRETE MATHEMATICAL STRUCTIIRE

I{ours/Week : 4
Credits : 4

Course Objectives:
1 To cover ceftain sets, functions, relations and groups concepts fbr analyzing problems that arise in

engineering ar-rd plrysicai sciences.
2 To imparting 1o analyze the problems connected rvith cornbinatorics and Boolean algebra.
3 l'o solve calculus and integral calculus problerns.

Course Outcomes:
. Observe the various types olsets. f unctions and relalions.
r IJnderstand the concepts ofgroup theory.
c lJnderstand the concepts of combinatorics.
o Understancl the concepts ofgraph theoq, and its apprications.
e Learnit.tg logic and Boolean algebra. tJsing these concepts to solve the problems

UNIT I
Mathematical Logic: Propositional CalcLrlus: Connectives. statenrent formLrlas and truth
tables, well-formed lormulas, TaLrtologies. Equivalence ollormulas. cluality law. Tautoiogical
Implications, functionally corlplete set o1'connectives, other connectives. Normal Forms:
CNF, DNF. PCNF, PDNF,

UNIT II
Fundamentals: Sets and Subsets. operations on sets. sequences. Division of the integer.
Matrices, Methods of Proof. Mathematical Induction.
Counting: Permutatiotrs, Combinations, J'he pigeorhole Principle, Recurrence Relations.

UNIT III
Relations and f)igraphs: Product sets and Partitions, Relations and Digraphs, paths in
Relations and Digraphs, Properties of Relations. Equivalence Relations. Operations of
Relations, Transitive Closure and Warsliall,s Alqorithms.
Functions: Definition and lntroduction, Permutation Functions. Grotvth of Functions.

T'NIT IV

order Relations and Structures: Partially ordered Sets. r-attices.
Graph Theory: Basic Concept of Graph "fheory. Euler Paths and Circuits, I--{anriltonian paths
and Circuits.
Tree: lntroduction, Undirected Tree, Minirnal Spanning T'rees.
Semigroups and Groups: Binarybperations Revisitea. Semigroups, Products and euotients
oICroups.

Books:

l. Discrete Mathematical Structures By Bernard l(olman, Busby & Sharon Ross [pHll.
2. Discrete Mathematical Structures with Application to computer science By J. p. Trernblay & R.

Manohar l-fata McGraw -t{ill.|
3. Discrete Mathernatics r,vith Graph'fheory by GoodairefpFll]
4. Discrete Mathernati cs by J. K. Slranna(McM i I I an)
5. Discrete Mathematics and its Applications by l(enneth Rosen (TMI,I)
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M. Sc. (Computer Science)
Semester I

- MCS1TO4

Paper IV: RESEARCH METHODOLOGY

Ilours/Weel< : 4
Credits : ,l

Course Otrjectives:
l. To study and understand the research issues & challenges. research goals, scientific rnethods
2. 1'o study processing and analysis of data. Quantitative and Qualitative clata analysis.
3. Ileviewing Literature and researcl.t papers. rvriting research papers, Thesis reports.
Course Outcomes:
e The basic concept of research and its methodologies, Identifu appropriate research topics. select

and define appropriate research problern ancl parameters.
n Prepare a project (to undertake a project)

' Orgallize and conduct research in a more appropriate mannel', writing research report and thesis.

UI{IT I
Introduction: treaning of research. objectives of research. motivation in research, types of
research. research approaches. significance of research. research rnethods versus methodology.
research and scientific method, importance of t<nowirrg how research is clone, research
processes, criteria of good researclt, Defining Research Problem: necessity of defining the
problem' techniqr-res involved in defining a problerr, Research Design: meaning of research
design, need for research design. fbatures of good design, different iesearch deiigns, basic
principles of experimental design.

T]NIT II
Methods of Data Collection: Collection of primary data. Observation method. Methods of
Data collection, Irrlervieu, Method. Collection of data through questionnaire. Collection of data
through schedules, Ditlbrence between qLrestionnaire and schedules. Processing and Analysis
of I)ata: Processing operations. Problems in processing. 1-ypes of Analysii. Statistics irr
Research, Simple Regression analysis, multiple correlation and regressions, partial correlation.
Quantitative Data analysis: 'fypes of qLrantitative data. data coding, visual aids for
qr-rantitative data analysis using statistics lor quantitative data analysis. Interpretation data
analysis result. evaluating quantitative data analysis, Qualitative I)ata analysis: Analyzing
textual data. analyzing non-textual qualitative data. Crounded theory, iomputer aidecl
qualitative analysis."evaluating qualitative data anal1,.sis. 

.:
UI{IT III
Interpretation and Report Writing: Techniques of Interpretation. Signiflcance of Report
Writing. Different steps in Writing repoft. Layout of research report. type of report, oral
presentatiotl" mechanics of writing a research report Python Tools: File i{andling,
Introduction, Handling Binary dath and CSV files. Zipping and Unzipping 1iles. Direcrory
Regular Expression and Web scraping: Introduction. Function of Re Module. rveb scraping.

UNTT IV
LaTeX: Writing scientific report. structure and components of research report. revisior-r and Refining.
u'riting project proposal, paper writing tbr international .journals. subrnitting to editors conlerence
presentation, preparation ofefl'ective slides, pictLrres, graphs and citation styles.
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Bqaks:

C' R' Kothari. Research Methodologl, Methocls ancl Techniques. 2nd. ed. New Delhi: New AgeInternational Publishers, 2009.
Bdony .1. Oastes, Researching Infbnlation Systems ancl Cornputing. SAG pLrblication lnclia pvt.
Ltd.. New Delhi.
viiay KLrmar Sharma, Vimal l(umar. Swati Sharma, Shashwat pathak. python programming: A
Practical Approach, First edition published 2022by CRC press.
F. N{ittelbach and M. coossens, The LATEX corrpa,ior, 2ncl. ed. Addison weslev. 2004.
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M. Sc. (Computer Science)
Semester II
MCS2TO5

Paper I: CLOUD COMPUTING

Flours/Week : 4

Course obiectives: credits : 4

l. To Understand fundamentals of cloud computing
2. "fo acqLrire good working knorvledge of the essentials of Cloud Micro Services
3. To intplement business specific cloud applications

Course Outcomes:
I Anal)'ze the trade-offs between deploying applications irr the cloud and over the local

infiastructnre.
I Cotnpare the advantages aud disadvantages of various cloud computing platfolns.. Progrant data intensive parallel applications in the cloLrd.

" Analyze the perfbrmance. scalability, and availabilitl, of the underlying cloud
technologies and software.

e Identify security and privac,v issues in cloud computiltg.

UI{TT I
Origins and Influences. Basic Concepts and Tenninology, Goals a1d Benefits" Rishs and
Challenges, Roles and Boundaries" Cloud Characteristics. Cloud Delivery Models. Cloud
Deployment Models, Irederated Cloud/lrrtercloud. 'l-ypes of Clouds. Cloud-Elabling
Technology: Broadband Networks and Internet Architecture, Data Center Technologl:
Virtualization Teclrnology, Web Technologv. Multitenant1-echnology, Service Technology.
Implementation l-evels of Virtuatization, Viftualizatior"r Stmctures/Tools ancl Mechanismi,
Types of Hypervisors, Virtualizatiot^r of CPLJ. Memory" and I/O Devices, Virtual Clusters and
Resource Managem ent. VirlLral izati on for Data-center A utorn at ion.

UNIT II
Common Standards: The Open Cloud Clonsortium, Open Virtualization Format. Standards for
Application Developers: Browsers (Ajax). Data (XML. .ISON)" Solurion Stacks (LAMp and
LAPP).Syndicatiorr (Atom. Atom Publishing Protocol. and RSS). Standarcls fbr Security
Ireatures of Cloud and Grid Platfbrms. Programming Support of Google App Engirre,
Programming on Anrazon AWS and Microso[t AzLrre. Enrerging Cloucl Software
Environments. [Jnderstanding Core OpenStack frcos1,stem. Applications: Moving application
to cloud, Microsoft Cloud Services. Coogle Cloud Applications. Amazon Ctloud Services,
CloLrd Applications (Social Networking. E-maii. Offlce Services, Google .Apps. Ctustonrer
Relationsh ip Management).

UNIT III
Basic Terms and Concepts. 'fhreat Agents. Cloutl Security Threats and Attachs, Additional

' Corlsiderations. CloLrd Secr"rrity Mechanisms: Encryption. Hashing. Digital SignatLrre. pLrblic
Key Infi'astructure (PKI). Identity and Access Management (lAM). Single Sign-On (SSO),
Hardened Virtual Server Images. Cloud Issues: Stability. Partner Qualit.v. Longevity, Business
Continuity, Service-Level Agreements, Agreeing on the Service of Clouds, Solving problems"

QLrality of Service, Regulatory Issues and Accountability. CloLrd Trends in Supporlirrg
UbiquitoLrs CompLrting, Perfbrnrance of Distribr-rted Systerls ancl the Cloud.

UNIT IV
Enabling 'l-echnologies fbr the Internet of Things (RFID. Sensor Netrvorl<s ancl ZigBee
Technology. GPS), Innovative Applications of'the Internet of- Things (Smart Buildings ald
Smart Power Grid. Retailing and Supply-Chain Managentent. Cyber-Physical Systern), Online
Social and Prot-essional Networl<ing. I{or,v the CIoLrd Will Change Operating Systems"

,,*
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L,ocaticln-Aware Applioations, Intelligent Fabrics" Paints. and More. 'Ihe Future of Cloud TV,
Future of'CloLrd-Based Smaft Devices, F'aster 'Iime to Market fbr Software Applications,
Flome-Based Clotrd Compr"rting, Mobile CIoud. Autonomic Cloud Engine, Multinredia Cloud,
Energy Aware Cloud Con-rputing,.lungle Cornpr-rting.Docher at a Glance: process
Simplification, Broad SLrpporl and Adoptior,. Architectr,rre. (ietting the Most {i.onr Docl<er. The
Docker Workf.low.

Books:

l. Jack J. Dongarra. I(ai lJwang. Geolfiey C. Fox" Distributed and Clourl Cornputing: Frorn paraliel
Processingto the Internet of Things. Elsevier. ISBN :9789381269237,9381269238, 1st Edition.

2.Thomas E,rl. Zaigharn Mahmood and Ricardo PLrttini. Clourd Conrputing: Concepts. Techxolog,v &
Architecture. Pearson. ISBN :978 93 32-53,5923. 93 32,53 5922" I sr Fd ition.

3" Srinivasan, J. Suresl-r. CloLrd Cornputing: A practical approach for learning ancl implernentation.
Pearson. ISBN :97881 31716513.

4. Brian J.S. Chee and CLrrlis Franklin..1r., CloLrd CompLrting: Technologies and Strategies of the
UbiqLritous Data Cenrer, CRC Press. tSBN :9781439806128.

5. Kris Jamsa. CloLrd Corrputing: Saas. Paas. laas, Virturalization. Br-rsiness Models, Mobile. Security,
and More. Jones and Bartlett. ISBN :9789380853172.

6. John W. Ritting house..lames F. Ransome. Cloud Compr-rting Implementation. Management. and
Security. CRC Press. ISBN : 978 1439806807, l/139806802.
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M. Sc. (ComPuter Science)
Semester II
MC32T06

PAPCT II: MACHINB I,EARNING

Hours/Week : 4

Credits : 4

Course 0bjectives:
l. Ability to comprehencl the concept of supervised and ttnsupervised learning techniques

2. Difl-erentiate regression, classification ancl clustering techniques ancl to implement their algorithms'

3. To analyze the perfbrmance of various maclrine learning techniques and to select appropriate f'eatures

for training machine learning algorithms.

Course Outcomes:
. Understand the concepts of various machine learning strategies'

r Hanclle cornputational data and learn ANN learning models.

. Solve real world applications by selecting suitable learning model.

r Boost the performance of the rrodel by cornbining results frorn different approaches.

UNIT I
Learning: 'fypes of Machine Learnin-9, supervised Learning. The Brain and the Neuron,

Desig, a Learnilg System. Perspectives and Issues in Machine Learning' Concept Learning

Task. Concept l-earnirTg as Search, Finding a Maxirnally Specific Hypothesis, version Spaces

and the Canclidate []limination Algorittrm. Linear Discriminants. Perceptron, Linear

Separabi lity. Linear Regressiotl.

UNIT II
Multi-layer Perceptron: coirrg Forwards. Going Backwards: Bacl< Propagation Error,

Multilayer Perceptron in Practice, Exarnples of using the MLP. Overview' Deriving Back

propagation, Radial Basis Functions ancl Splines, concepts. RBF Networl<. curse of

Dimensionality. Interpolations and Basis Fttnctions. Strpport Vector Machines'

UNIT III
Learning with Trees: Decision Trees. ConstrLrcting Decision Trees, Classiflcation and

Regression 'l'rees. Ensemble Learning. Boosting, Bagging, Different ways to Combine

Classifiers, probability and Learning. Data into Probabilities. Basic Statistics. Gaussian

Mixture Models, Near;est Neighbor Methods. Unsupervised Leaming' K rleans Algorithms'

Vector Quantization, Self-Organizitlg, Feature Map .:
UNIT IV
I)imensionality Reduction: Linear Discriminarrt Analysis. Principal component Analysis,

Factor Analysis, Independent component Anal.vsis. L.ocalty Linear Embedding, Isomap. l'east

,Squaresoptirnization.Evolutionaryl-,earning.Ceneticalgorithms'Geneticoffspring:Genetic

operators. Usirrg Genetic Algorithms. Reinforcement Learning. overview. Getting l-ost

Example. Markov Decision Process. Graplrical Models: Markov Chain Monte Carlo Methods,

Sarnpting. Proposal Distribution, Markov Chain Monte Carlo' Graphical Models' Bayesian

Networks. Markov Random Fields, Hidden Markov Models, Tracking Method

,WW*



l.Lttroduction to Machine Learning (Adaptive Clompr-rtation and Machine l-earning
Series).EthernA lpal'd i n,Third Edition. M I T Press

2.Machine learning - Flands on for Developers and Technical Prof-essionals, Jason Bell. Wiley
3.i\'lachine Learnitrg:'l'he;\rt and Science ol Aleol'itlrnrs tirat l\,1ak* Serrse of Datali. Peter

Flach,Cambridge University Press.

4.Deep Learning, Rajiv Chopra,l(hanna Publi.

5.Machine Learning, V. K. Jain, Khanna Publi
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M. Sc. (Computer Science)
Semester II

Elective 2: MCS2T07
P:rper III: R PROGRAN{MING

Hor,rrs/Week : 4
Credits : 4

Course Objectives:
1. This course introduces R, which is a popr-rlar statistical prograrnming language.

2. The course covers data reading ar,d its manipLrlation Lrsing R. which is u,idely used lor data analysis.

It also covers different control stlrlctures and design of user-defined firnctions. Loading, installirlg

and bLrilding packages .

Course Outcomes:
e Develop an R script and execute it
r Install, Ioad and deploy the required packages, and bLLild new pachages for sharing

and reusability 3. Extract data fiorr different sollrces using API and ltse it for data

analysis
o Visualize and sutntnarize the data
. Design application with database connectivitl, fbr data analysis

UNIT I

Introduction, Ilow to run R, R Sessions. Introduction to FLrnctions, lmpoftant R Data -

Variables. Data Types. Vectors, C-onclusion. Advanced Data StructLtres, Data Frames. Lists,

Matrices, Arrays. Classes.

UNIT 1I

R Programming Structures, ControI Statements. Loops. Looping Over Non. vector Sets, If Else,

Arithmetic and Boolean Operators and values, Default Values fbr ArgLrment. Return Values,

Deciding Whether to expticitly call return RetLrrning Cornplex Ob.iects, Functions are

C)bjective, No Pointers in R Recursion. A Quicl<sort Implementation Extended. Example: A
Binary Search Tree.

UNIT TII

Doing Math and Sirnulation in R, Math Function. Extended Example Calculating Probability

Cumulative Sums and Products Minima and N'laxima CalculLts. Functions Fir Statistical

DistribLrtion. Sorling, Lirrear Algebra Operation on Vectors ar,d Matrices. Extended Exarnple:

Vector cross Prodgct Extended Exarlple: Finding Stationary Distribution of Markov Chains.

Set Operation, Input /Output, Accessing the Keyboard and Mot-titor, Reading and writer Files.

UNIT IV

Graphics, Creating Graphs, The Workhorse of R Base Graphics. the plot 0 Function -
Cusiomizing Graphs, Saving Graphs to Files. Probability Distributions. Norrnal Distribution

'Binomial DistribLrtion Poisson Distributions other DistribLrtion, Basic Statistics, Correlation

and Covariance.

-B-_o-olr$l

I . fhe Ar1 ol R Programming, Norman Matloff. Cengage Learning

2. Cotton, R.. Lear"nils It: a slep [r1,step function g;uicle to clata anal;--sis. lst editi*n.O'reill-v h4eclia Inc.

3. R fbr Everyone, I-,ander, pearion .Sieget. S. (1956), Nonparanretric Statistics for the Behavioral

Sciences. McGrawl liII International. Auckland.
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M. Sc. (Computer Science)
Semester II

Elective 2: MCS2T07

Paper III: NE[IRAL NETWORK

Hours/Week : 4

Credits : 4

Course C)bjectives:
1. To introduce the loLrndations of- Artificial Neural Networks
2. To learn various types of Artiflcial Neural Netwolks

Course 0utcomes:
. Ability to understand the concepts of Neural Networks.

r Ability to select the l-earning Netlvorks in modeling real world systems

UNIT I
Introcluction: F'eeclforrvard Neural Networks: Artificial Neurons, Neural Networks and

Architectures: Neuron Abstraction, Neuron Signal Functions. Matl,ematical Preliminaries,

NeuralNetworks Defined, Architectures: Feed lorward and Feedbacl<, Salient Properties and

Application Domains of Neural Netrvorl< Geometry of Binary'fhreshold Nettrons and Their

Network: Patterns Recognition and Data Cllassification, Convex Sets. Convex Hulls and

[-inear Separability, Space olBoolean Irunctions, Binary Neurons are pattern Dichotomizes,

Non-linearly separable Problems, Capacity of a simple Threstrold Logic Neuron. Revisiting

the XOR Problem, MLrltilayer Networks.

UNIT TI

Supervised Learning I: Perceptrons and LMS: t-earning and Memory. From Synapses to

Behaviour: The Case of Aplvsia. l-earning Algorithms. Error Correclion and Gradient

Descent Rules. 'l'he l-earning Ob.iective fbr TLNs. Pattern space and Weight Space.

perceptron Learning Atgorithm. Perceptron Convergence Theorem. Perceptron learning and

Nop-ieparable Sets, Handling [,inearly Non-Separable scts, u-Least Mean Square l,earning.

MSE Error Surface and its Geometry. Steepest Descent Search with Exact Gradient

Infblnation. pr-LMS: Approximate Gradient Descent, Application of LMS to Noise

Cancellation

UNIT III
Supervised Learning II: Bacl<propagatiorr ancl Be-Vond: Multilayered Network

Arihitectures, Backpropagation l-eaming Algorithnr, Structt-tre Grou'it'tg Algorithms. Fast

Relatives oi Bacl<piopagation, tJniversal Function Approximation and NeLrral Networks,

Applicatiorrs of Feedforward Neural Networks. Reinforcement Learning .-

UNIT IV
Neural Nefworks: A Statistical Pattern Recognition Perspective: Introdr-rction, Bayes

Theorem, Classificatiorr Decisions With Ba1,es Theorem, Probabilistic Interpretation Of A

Neuron Discriminant Function, lnt'erpreting Neuron Signats As Probabilities. MLrltilayered

Networl<s" Error Functions And Posterior Probabilities. Error Functions For Classification

Problenrs
Generalization: SLrpport Vector Machines arrcl Radial Basis Fultction Netr'vorks: Learning

I,om Examples a1d Generalization. Statistical Learning 'fheory Briefer. Supporl Vector

Machines, Radial Basis Function Netu,orks, Regularization Theory Route to RRBFNs,

Generalized Radial Basis Function Network, Learning ln RRBFNs. Image Classification

Application. Other Models fbr Valid Generalizatiorr

q,ry@
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Bqqks:

l. Neural Netr,vork- A Classroom Approach. Satish l(Lrmar. Tata McGrari,' I-{ill

2. Introduction to neural networks using MATLAB 6.0 by Sivanandatn, S Sumathi. S N Deepa. Tata

Mcgraw l-lill
3. Neural networl<s A comprehensive fbunclations. Sitnon Hhaykin. Pearsort Edrication 2''dedition 2004

4. Artificialneuralnetworks - B.Yegnanarayana, Prentice Flallof lndia P Ltd 2005.

5. NeLrral netrvorks in Cornputer intelligence, I-i Min FLr. TMFI 2003.

6. Nelral networks James A Freenran Davicl M S kapLrra. Pearson educatior, 2004.
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M. Sc. (Computer Science)
Semester III

MCS3TO8

Paper I: ADVANCED SOFTWARE ENGII''{EERING

llor"rrs/Week : 4

Credits : 4

Course Objective:
The course offers students to develop the ability to ciesign softrvare systelns and analyse and test their

perforrnance.

Course Outcomes:

Orr successful cornpletion of this subject stltdents should be able to:

r To demonstrate an understanding of advanced knowledge ol the practice of soliware

engineering. design. validation. test and deploirment.

o Use modern engineeriug principles, processes, and technologies to solve difficLrlt engineering

issues and tasks.

o Demonstrate leadership and the ability to parlicipate in teanrwork in an environment with

dilferent disciplines of engineering. science and bttsittess.

r ldentify the proper ethical. financial, and environtnental effects of their work.

Unit I
Introduction to Software Engineering, Software E,ngineering as a Layered Technology,

Sollware Development Life Cycle, Generic View of process, A process flramework, Process

Modet * Waterfull. Incremental. Evolutionary, LJnified Process Model. Agile Process Model.

Scrum, Dyramic Systenr development model. CMMI.

Unit II
System Models: Context Model, Behavioural Model. Data Model, Object Model, Modelling

with LJMt,, Design Engineering: Design Process. Design Quality. Design Concepts:

Abstraction. Architecture. Patterns. Infbrmation I'liding. Functional Independence. Modularity.

Design Model: OO Design, Data Design, Architectural Design, User lnterface Design,

Component I.evel Design.

Unit III
-l'estirrg Strategies. Strategic Approach to softu,are testing: Verificatiorr, Validation. Error.

Far-rlt, Bug. Failure. 'fypes of software testing: Unit T'estin-e, White Box 1'esting. Black Box

Testilg, Softrvare Quality Assurance: Software Reliability. Risk Management: Reactive.

Proactive risl<. Risk Iclentiflcation^ Risk Pro.iection. Risl< Refinement. RMMM.plan.

Unit IV
Software Metrics: Softu,are Sizing. LOC. FP Based estirnations. estimatiorr model, COCOMO

Model. Pro.ject Schecluling" Time Line Chart. Softw.are Configuration Managernent: Change

'Control and version control. softu,are ,l{euse, Soflrl,are Re-engineering. Reverse E,ngineering.

Books:
L Softu,ar* Engrneering: A Practitioner's Approach.

Edition.

Roger Pressrran^ N4acgt'au, ilill Internatioltal

2. Furrdamentals of Software Engineering. Carlo Gheezzi. Mehdi .lazayeri. Dino Mandrioli, PHI

Publication.



M. Sc. (Computer Science)
Semester III

MC53TO9

Paper II: NETWOR SECIiRITY

Hours/Week : 4

Credits : 4

. Course Objective: The course offers to impalt knou'ledge on Networh security, variotts encryption

teclrniques, and intrusion detection and the solutions to overcome the attacks.

Course Outcomes:

On successful completion of this subject students should be able to:

n Cllassify the symmetric encryption techniqr-res

r Illustrate variorts Public key cryptographic teclrniqr-res

r Evaluate the authentication and hash algorithms'

' Basic concepts of system level security

Unit I
Introduction to Security Security Coals. Different Types of Attacks on Networks, Threats.

Vullerabilities. Attacks. Data Integrity^ Confidentiality. Anonyrr-rity Message and Entity

Anthentication Authori zation, N onrepud iation. Cryptograph i c Techniques.

Unit II
principles of Cryptography Symmetric Key Cryptoglaphy: DES, Block Cipher Modes of

operation. Advancecl Encryption Standard. Key clistribr-rtion. Attacks. PLrblic key Cryptography

RSA, Cryptographic Hash fLrnctions, ALrthetrtication, Message Autherrtication Code (MAC),

Digital Signatures, DSA Signatures.

Unit III
pKI and Security Practices Digital Certificates. MD5, SHA. Challenge Response protocols-

Ar.rthentication applications, Kerberos, X.509, Securing Email, Web Security.

Unit IV
Softrvare Vulnerabilities Buffbr Overflow. Cross Site Scripting. SQL Iniection. Case Studies

on \,vorms and viruses. Virtual Private Netlvorks. Firewalls Wireless Security Security in

Wireless Local Area Networks, Security in Wireless Ad Hoc and Sensor Networks, Security

of the Intemet of Things

Books:
l. W. Stalliirgs. "Cryptograplrv ancl Nctuork Scluritl': Principles anr-1 Practice", Pcat'son F.ducati0rr.

7th edition. 2016.

2. Behrouz A. ForoLrzan. Cryptography and netr,vorksecurityMCGrawHill3tdEdition
'3. C. i{aufln3n, R. Pcrlman. I\4. Speciner,:'Neltlork Securit)': Private Comtnunication in a Public

World", Pcil'son f:ilucittion, 2nd edititin. 2002.

Reference Books:

l. Applied Cryptography - Schnier

2..1.I-iclnc-v.W.A.Artraugh."Rczrl 802.llScourily: Wi-Fi ProtectcdAcccssand802.lli".Pu:arson

Education.2004.
3, F.. R-escorla. "SSl. ancl TI-.S: Designing *ncl Iiuilding Seculc S1"stetrrs". Ackjison-Wesley, 2001.

4. fi.L. I\4i.uezes, "Nelu,trk Secttritl" and Clvptograpli;-", \Vaclsrvorth Publishing Companv

Incorporated ,2012.
,5. Handbook of Appliecl Cryptography - Alfi'ed .1. Menezes, PaLrl C. van Oorschot and Scott A'

Vanstone: Online Versiotl
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M. Sc. (Computer Science)
Semester III

MCS3T1O
PapeT III: DIGITAL IMAGE PROCESSING

Hor"rrs/Week : 4

Credits : 4

. Course Objective: The course offers the students to develop the ability to understand irnage analysis

algoritlrrns and current applications in the field of digital image processing.

Course Outcomes:
On successful completion of this sr-rb.iect students should be able to:
. Knou,arrd undcrstand thc basics arrd flndar:rentals r:f digital inrage prr:cessing. digitizatir:n. sampling.

q uantization. and 2D-transfoms.
. Operate on irnages usingthe techniques of sr:roothing, sharl:ening ancl enhancerrent. t-lnclerstand the

restoration concepts and fi I tering techn i q ues.

Unit I
Fundamentals of Digital Image Processing:

Steps in Digital Image Processing. Components, Elements of Visual Perception. Image Serrsing

and Acqirisition, Image Sampling and QLrantization. Relationships between pixels. Color

image fundamentals, RGB, HSI rrodels. 'fwo-dimensional mathematical prelimirraries, 2D

transl'orms - DFT, DCT.

tlnit II
Image Enhancement: Spatial Dornain: Gray level transformations, Histogram processing.

Basics of Spatial Filtering, Smoothing and Sharpening Spatial Filtering. Frequency Domain:

lntroduction to Fourier Transforrn, Snroothing and Sharpening frequency dorlain lllters, ldeal.

Butterwofth and Gaussian filters. I Iomomorphic filtering. Color image enhancerrent.

Unit III
Image Restoration: Image Restoration" degradation model, Propefiies, Noise models, Mean

Irilters, Order Statistics. Adaptive fllters, Band reject Filters, Band pass Filters. Notch Filters.

Optirnum Notch Filtering, Inverse Filtering" Wiener filtering

Unit IV
Image Segmentation: Edge detection, Edge Iinking via l-lough transform, Thresholding,

Region based segmentdtion, Region growing, Region splitting and merging, Morphological

processing- erosion and dilation, Segmentation by morphological watersheds, basic concepts,

Dam oonstruction. Watershed segmentation algorithm.

Books:
'1. Ratael C. Gonz-alez. Richarcl F.. WoocJs..-iligital lrnagc Pl:cessing', Pcatson.'l'hird t-.dition, 1010.

Anil K. .lain, *Fundatreutals of Digital Irttage Processing'. l:)earson. ?{XJJ.

2. I(euneth R. Casllerlan^ -lligital lntage Processing'" llearson. 1005.

3. Ralnel C. Gonzalez. Richard E. \\roods, Steven Ecldins. _Digilal Itlage Processing using

l\{rtTLAB'. Pearson lrduciition, ]nc.. 201 I.
.1. D.t"l^ Dudgeon and Rl\4. l\4ersereau.-l\4ultidrnrensional lligitai Signal Processit.tg', PrentiL:e []all

Prof-essional Technical Reference, 1990.

-s. William K. Pr;itt, *lligital Ilttage Processittg', Johrr Wilel'. Ncrv York, 2tXif .

{r. Milan Sonka et al __lrnage processing. airall.'sis and ntachine vision', Blaok*s/Cole. \zikas

PLrblishing House, 2nd edition, 1999.



M. Sc. (Computer Science)
Semester III

Elective 3; MCS3T11
Paper IV: COMPUTER GRAPHICS

lloLrrs/Week : 4

Credits : 4

Course Objective:
1. To rnake students understand abor-rt fundanrentals of Graphics to enable thern to design

animated scenes for virtr"ral ob.iect creations.
2. To rlake the student present the content graphically.

Course Outcomes:
On sr-rccessfuI completion of this surbiect students should be able to:

. Students can animate scenes entefiainrnent.

. Will be able to work in computer aided design for content presentation..
o Better analogy data with pictorial representation.

Ilnit I
Introduction of computer Graphics and its applications. Overview of Graphics systems, Video
display devices. Raster scan display, Raster scan systems, video controller" Raster scan display
processor. Random scarr display, random scan systems. color CR'1'monitor. Flat panel display,
Interactive input devices. [,ogical classifrcation of input devices. I(eyboard, mouse. Trackbal]
and spaceball. Joystichs, Image scanner. l-,ight pens, Graphics software. Coordinates
representatiorrs. Craphics f unctior, s.

Unit II
Line drarving aigorithrns. DDA. lJresen]ram's. Circls gcnerating, l\,{i<1-point circle algorithm.
Ellipse generating, Polygon , Scan-line polygon fill, Bor"rndary fill.
Unit-3 : I3asic transfbrmation's. Translation. Rotation, Scaling. l\'latrix represcntation's &
homogeneous coolr{inales. Conrposite transl'ormation's, Re{lection,'['vvo ditttcnsional l,ievving,

Two dimensional clipping, Line, Polygon. Curve, Text. 3D-transformation, Projection,
Viewirrg, Clipping. Spline representation. Cubic spline, Bezier cllrve, Bezier surfaces, Beta

spline. R-spline surf-aces. Bspline cllrve, Ilidden surfaces. Hidden lines, Z-br,rffbr.

Unit IV
Fractal's geoinetrv Fractal generation procedure. Classitlcation of Fractal. Fractal elimension,

Fractal construction methods. Color models. XYZ, RGB, YIQ. CMY & HSV, Shading

algorithrns" Shading model. Illumination rrodcl. Gouraud shading, Phong shading.

Bqqks:

l. Cornputer Graphics by M. Paulirre Baker. Donald Hearn, 2 Edition PHI.

2. Mathernatical Element for Computer Graphics By. David F. Roger.,.l. Alan Adarns, 2nd Edition,
]'ata McCHill.

Reference Books:
I . Principles of Interactive Computer Graphics By. William. M. Newmann. 2nd Eclition Mc. Graw I-{ill.

2. ProcedLrral Elernent fbr Cornpr-rter Graphics By. Davicl F. Roger. Mc. Grarv FIill.

3. Computer Graphics By A"P. Godse, 2nd Editio TPPLrblication,

4. Compurer Graphics By V.l(. Pachghare, 2nd Edition. l,axrni PLrblication 5. Cornputer Graphics By

Apurva Desai (PHI)
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M. Sc. (Computer Science)
Semester III

Elective 3: MCS3T11

Paper IV: INTERNET OF TIIINGS (IOT)

lloLrrs/Week : 4

Credits : 4

Course Objective: The course offers to irnpart l<nor'vledge on [oT trnd protocols. it expose the student

to some olthe electrical application areas where Internet of Things can be applied..

Course 0utcomes:
On successf-nl completiot-t of this sub.iect students slrorrld be able to:

. Able to understand the application areas of IoT

. Able to realize the revolution of Internet in Mobile Devices, CloLrd & Sensor Networks

. Able to understand building blocks of Internet of 'fhings and characteristics.

UNTT I
Introdr-rction to IoT: Overview of IoT. Types of lot frameworks. IoT Ecosystem. Design

patterns fbr loT. lol architectures such as four-layer architecture. seven-layer architecture. IoT
sensors and actuators: [Jnderstanding the types of-sensors: Temperature. hurnidity, proximity.
light and actuators used in Io'l'devices: pump. servo motor and LED and their applications.

UNIT II
IoT communication protocols: Learning about various comn-)unication protocols such as

MQI"f, CoAP, }{TTP, and their usage in IoT devices.

IoT platfbrms and cloud computing: Understandirrg IoT platlorms: Cloud based IoT platforrn,

Edge Based IoT Platform. On-Premises Cloud Platfbrrn. Cloud computing. IoT devices

communication r,vith cloud using Messaging. PUB/SUB, APl, and their role in the deployment

of IoT applications.
UNIT III
Data Analytics and Machine Learning for loT: Data collection and Storage in IoT. Techniques

arrd tools used fbr analyzing and processing data generated by IoT devioes, including machine

learning algorithnrs.
Secgrit.v ancl Privacy in loT: Understanding the security and privacy challenges in IoT'and

techniques for securing Io'f systems.

UNIT IV
Overview of ArdLrirro, Introduction to programming languages and IDEs. Basic electronics

concepts (resistors, capacitors, LEDs. etc.), Introduction to breadboards and circuit design^

Variables. data types. and control structures^ Functions and libraries. Sensors and Actuators.

Introductiolr to sensors (e.g.. temperatlrre, humidity, light). Introduction to actLlators (e.9."

motors, LEDs. relays), Connecting and controlling sensors and actrtators with Arduino

Case Studies on IoT Apptications For Smafi Homes, Cities, Environment-Monitoring And

Agriorlture

eqks!.,

l. loT Fundamentals: Networking Technologies. Protocols, and Use Cases for tlte lnternet of
Things Davicl Hanes, Gonzalo Salgr-reiro. Pzrtrick Grossetele Robert Barton, Jerome Henry

2. IN"l'llRNE'f OF THINGS Architecture and Design Principles, Rai l(arnal. McGraw Hill

Education (tndia) Private Lirrited

3. TFIE INTERNET OF TI-IINGS KEY APPLICATIONS AND PROTOCOLS OIiViCT FICTSCNT

Actilit.v-', France David Bosr.varthick ETSI, I--rance Omar Ellorrnri Alcatel-l,Ltcent. France

4. Internet of 'Ihings -Architecture, Implementation and Security by Mayur Ramgir

5. Programrning Arcir-rino rNI (,iellirrg Started with Sketches Sirnon Monk



M. Sc. (Computer Science)
Semester IV

MCS4T12
PapeT I: BIG DATA ANALYTICS

Hours/Week : 4
Credits : 4

Conrse Objective: The course offers students to develop understancling towarcls the basic concepts of
Big Data. adaptation and planning olBig Data and Business Intelligence

Course Outcomes:
On successful cornpletion of this subject students shouicl be able to:

r Lllassify and categorize different types of Data Analytics

. fi'ame Business Architecture

r Understand the use of Infbrrnation and Conrtnunication Technology

. Dift-erentiate Between Traditional data Analysis and Big Data Analytics

r Evaluate cliff-erent Enterprise Technologies and Big Data Business Intelliger-rce

Unit I
Concepts and tenrinology: Data Sets, Data Analysis, Data Analy'tics, Descriptive, Diagnostic,

Predictive. Prescriptive Analytics. Business Intelligence, Ilig Data Characleristics, Volume,

Velocity. Variety. Veracity and Value. Different types of Data" Structured. tJnstructured, Semi-

Structured. Meta Data Business Motivations and Drivers 1br Big Data Adoption.

Unit II
Big Data Analytics Life cycle - Business Case Evaluation. Data Identification, Data

Acqgisition ancl Filtering. Data Extraction. Data Validation and Cleansing. Data Aggregation

and Representation, Data Analysis. Visualization, Utilizatiorr of Analysis Results.

Unit Ill
Enterprise T'echnoiogies - OLI'P. OLAP, ETI- Big Data Bl, Clusters, Big Data Storage

Concepts. Big Data Processing Concepts, Big Data Storage Technology - On Disk Storage

Devices, NOSQL Databases, ln-Memory Storage Devices.

tlnit IV
Big Data Analysis Techniques - Quantitative" Qualitative, Statistical Analysis. Semantic

Analysis. Visual Analysis, lntroduction to Hadoop, Map Redttce. Hive, Pig" Spark and Big

Data Analytics.

Books:

l. Big Data Fundamentals Concepts. Drivers & TechniqLres Thomas ErL, Wajid l(hattak and Paul
'Buhler, Pearson Pubiication 2022. ,

2. Blg Data Analytics Introduction to Hadoop. Spark and Machitte- I-earning. RajKamal, Preeti Saxena,

McGrarv Hill PLrblication. 2019.
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M. Sc. (Computer Science)
Semester IV

MCS4T13
Paper II: COMPUTER VISION

HoLrrs/Week : 4

Credits : 4

Course Objective: The course offers to introduce the student to computer vision algorithms, methods

and concepts whiclr will enable the student to implement computer vision systems with etnphasis on

applications and problerr solving.

Course Outcomes:
On sr-rccessfirl completior-r of this sLrtrject students should be able to:

. Implement fundarnental irnage processing techniques required fbr computer vision.

. Develop computer vision applications.

Unit I
Recognition Methodology: Conditioning. Labeling. Grouping, Extracting. Matching. Edge

detection. Gradient based operators. Morphological operators. Spatial operators fbr edge

detection. Thinni:rg. Region growing, regiorr shrinl<irrg. I-abeling of conuccted components.

Unit II
Binary Machine Vision: Thresholding, Segmentation" Connected compotrent labeling,

Hierarchal segmentation" Spatial clustering, Split & merge, Rule-based Segmentation, Motiot-t-

based seg:lentation.

Unit III
Area Extraction: Concepts. Data-structLrres. Edge, L.ine-Linking. HoLrgh transfortr. Line

fitting. Curve fitting (Least-square f-rtting). Region Analysis: Region propefiies, External

points, Spatial moments, Mixed spatial gray-level molxerlts. Bourrdary analysis: Signature

properties. Shape numbers.

Unit IV
Facet Model Recognition: Labeling lines, Understanding line drawings, Classification of
shapes by labeling of edges, Recognition of shapes, Consisting labeling problern, Back-

tracking. Perspective Projective geometry, Inverse perspective Projection. Photogrammetry -

from 2D to 3D. hnage rnatching: Intensity matching o1'ID signals. Matching of 2D image.

I{ierarchical image matihing. 
.:

Books:

1. David A. Forsyth, Jean Ponce,"Compttter Visiot't: A Modern Approach"

2. R. Jain, R. Kasturi. ancl B. G. SchLrnk. "Machine Vision", McGrarv-Hill.

3. Milan Sonka, Vaclav Illavac, Roger Boyle.'lmage Processing. Analysis" and Machine Vision"

J'hornson L,earning.

4. Robert Ilaralick and Linda Shapiro^ "Cornputer and Robot Vision". Vol I. II. Addison- Weslel', 1993.
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M. Sc. (Computer Science)
Semester IY

MCS4T14
PApeT III: DEEP LEARNING

,"r.rJ}fi:;1

Course Objectives: The course offers to understand major deep learning algorithrns and to identify
deep learning techniques suitable for a given problem.

Course 0utcomes:
On successftil completion of the course students rvill be able to:

. Solve various deep learning problems

, Apply autoencoders for r-rnsupervised learning problenrs

. Implement Convolutional Neural Networks to irnage classiflcation problems

n Apply recurrent neural netrvork to sequence Leaming Probleur.

Unit I
Introduction to Neural Netrvorks: Feed Forward Neural Netu,orks, Backpropagation " Gradient

Descent (GD) Principal Component Analysis: Eige,nvalues arrd eigenvectors. Eigenvalue

Decomposition Basis, Principal Component Analysis and its interpretations, Singular Value
Decornpositiorr.

Unit II
Autoencoders: Underoorlplete Autoencoders, Regularization in autoencoders, Denoising

autoencoders, Sparse autoencoders, Contractive autoencoders. Regularization: Bias Variance
'l'radeoff, L2 regularization, Early stopping, Dataset augmentation, Noise Robustness

Unit III
Convolutional Neural Networl<s: 'T'he ConvolLrtion Operation. Motivation, Poolirrg. LeNet.

AlexNet. ZF'-Net. VGGNet. GoogLeNet. ResNet, Visualizing Convolutional NeuralNetworks,

Gu ided Backpropagation.

Unit IY
Recurrent Neural Networks: Recurrent Neural Networks. Bidirectional RNNs. Encoder-

Decoder Sequence-to-Sequence Architectures. Deep Recurrent Networks. Recursive Neural

Networks, LSTN,'ls. GRUs. The Challenge of Long-'Ierrn Dependencies. Attention Mechanism.

Books:
1. Neural Networks and Deep Learning A Textbook. Charu C. Aggarwal, Springer

2. Deep Learning il'onr Scratch, Building rvith P-vtl:orr {iorn Filst l}t'inciples" Selh lVeidman.0'lteill,v

l. Deep Learning by lan Cood fellow. Yoshua Bengio and Aaron Courville MIT press
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M. Sc. (Computer Science)
Semester IV

Elective 4: MCS4Tl5
PapeT IV: DESIGN AND ANALYSIS OF ALGORITHM

Hor"rrslWeek: .1

Credits : 4

Course Objective: The course offers students to develop the ability to design. analyse and synthesize

the important algorithmic design paradigrns.

Course C)utcomes:

On successlul completion of this subject students shoulcl be able to:
. Prodlrcc thorough proo{',s of arr algorithnr's sttuttdness.
. f)emonstrate abnut irlportant aleoritllms and ilata strt-lctures.

" [,ise ke), anal-vtical techttiques and concepts f-cr algorithmit design.
. Combinc e{'f'ective algorithnrs 11 gi1:iual engineeling design sccnarios.

Unit I
Deflnition of Algorithm & its characteristics, Recursive and Non-recursive Algorithms, Time

& Space Complexity, De{'initions of Asymptotic Notations, Inseftion Sort (examples and time

complexity). t-leaps & I Ieap SoIt (examples and time complexity). Divide & Conquer:

Concept of divide and Conquer. Binary Search (recursive). Quick Sort, Merge sort.

Unit II
Greedy Algorithm: Fractional I(napsack problem, Optirnal Storage on Tapes, Iluflman codes,

{-'oncept oI l\'lininrum Cost Spanttirtg '['ree. Prim's and Kt'rtskal's Algorithtn.

Unit III
Dynamic Programming: The General Method. Principle of Optimality. Matrix Chain

MLrltiplication, 0/l l(napsack Problem, Concept of Shortest Path, Single Source shortest path,

I)ijkstra's Algorithm, Bellinan 1::ord Algur"ithm, Flo,vd- Warshall Algorithm, 'l'ravelling

Salesperson Problem.

Unit IV
Branch & Bound: Introduction. Deflnitions of LCBB Search. BoLrnding Function, Ranking

Function" FIIrO BB Search. Traveling Salesman problem LJsing Variable tuple. Decrease and

Conquer: Definition of Graplr Representation. BFS" DFS. 'l-opological So(/Order, Strongly

Connected Componentsl Biconnected Clomponent.

Books:

l. Irundamentals ol Computer Algorithnrs, Authors - Ellis Horowitz. Sartaz Sahani, Sangr:thevar

Raj sekaran Pr"rbl icati on : - Gal gotia Publ i cali ons

2. h-rtro<iuction to Algorithms (second edition) Authors: - Thomas Cormen, Charles E, Leiserson. Ronald

L.Rivest. Clifford Stein .Pirblication: - PHi PLrblication

I
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M. Sc. (Computer Science)
Semester lV

Elective 4: MCS4T15
Paper IV: CYBER FORENSICS

Hours/Week : ,1

Credits : 4

Course Objective: The coltrse ofTers to ldentify, gather, and preserve the proof of a larv-breaking and
to track and prosecute the perpetrators in an exceedingly court of law.
Course C)utcomes:
On successful contpletion of this sLrbject students should be able to:

r l'o learn investigation tools and techniques, analysis ofdata to identity eviclence.
r 'lo analyze the technical Aspects & Legal Aspects related to cyber crime.

Unit I
Recent alnendments in IT Act, internet & rveb technologies, web hosting and development,
attributes in cyberspace and legal 1'ramer,vork of cyberspace. hacking. virus. obscenity.
pornographv, programme manipLrlatiorr. Copyright, Patent. sofiware piracy, intellectual
property rights, trademarl<. domain disputes, and computer security. etc.. Encryption and
Decryption methods. Search and seizures of evidence. Investigation of cyber crirnes and tools
for analysis.
Unit II
Irrtbrmation security: Donrains. Common Attacks. Impact of Security Breaches. Protecting
Critical Systems (lnfbrmation Risk Management, Risk Analysis etc) Infbrnration Security in
Depth Physical security (Data security Systenrs and network security) Prograrn Security:
Secure programs. Norr-malicious program errors. Viruses and other malicious code, Targeted
malicious code. Controls against program threats File protection mechanism. Autherrtication:
Authentication basics, Password, Challenge response, Biornetrics. Network Security: Threats
in networks, Network secr"rrity control. Firewalls, Intrusion detection systems. Secure e-mail.
Networl<s and cryptograpliy, Example protocols: PEM. SSL. IPsec. Principles of network
forensics, Attack Trace-back and attributes, Critical Needs Analysis. IDS: Network based
Intrusion Detection and Prevention Systems. Host based Intrusion Prevention Systent. Cloud
Computing-lts frorensic and Security Aspects.
tinit III
C),ber Crime Irrvestigations: Whe:'e Evidence Resides on Windows s\/stel.ns. CondLrcting a

Windows investigation, File ALrditing and Theft of infbrmation, Handling the Depafiing
Etttplol,ee, Steps in a LJ.nix Investigation, Revlewing Pertinent Logs. Perlonning Keyr.vords
Searches, Reviewing Relevant F-iles, Ider-rtifying tJnauthorized User Accounts or Groups.
Identifying Rogue Processes. Checking fbr LJnaLrthorized Access Points. Analyzing Trust
Relationships. Detecting Tro.ian Loadable Kernel Models. Finding Network based Evidence,
Generating Session c{ata rvith 'ICP Trace, Reassembling sessions using'fCP flow and Ethereal.
Unit IV
Open source tools for digital forensic.s and Registry F'orensic- Open source. Open source
examination platform. preparing the examirration s1'stem. using t.lNtJX and Windows as host,
Study of Sleuth Kit: Installing SleLrth Kit. Sleuth Kit tools (Voh-rrle layer tools, File systerl
L,ayer tools. Data unit Layer tools, Metadata Layer Tools) Registry Analysis" Understanding
Windows Registry and Registry Structure.
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Books:

1. Cl. P. Plleeger. arrcl S. 1,. Pllccger, "Securiry in Compu{ing.'. Prarson Education.

2. Computer Forensic lnvestigating Data and Image Files, EC Cor"rncil Press

3. Rohcrt Joncs, lntcrnet Forensics { Jsing Di-eital Evidence to Solve Conrirutrrr L]rirnes. 0'Rcilll, Media
PLrblication
4. Forouzan Data Communication and Netlvorking McGraw Hill
5. Stallings, "Cr;,ptograph,,- And Netrr,ork Securit.-v: Principlcs and placlice"
6. I(evin Mandia. Chris Prosise and Matt Pepe, Incident response and cornputer fbrensics, McGraw Hill
Publication
7. Cory Altheide, Harlan Carvey. Digital Forensics with Open source Too1s, Syngress Publication
8. Michael E Whitman ancl F{erbert J Maltolcl. "Prinr.:iples olTnlormation Securil.r"'. \rikas I}Lrblishing
l{ouse, Nerv Delhi, 2003
9. Micki Krause, Llarold F. 'l-ipton, '" Handbook of lrrfbnnation Securit,v N{arragenrent", Vol I -3 CRC
28 Press I-LC. 2004.
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